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Abstract — Operating System Software (OSS) had been 
rated with different yardsticks. However, this study 
had used new yardsticks. The yardsticks were 
estimated total software download and the Internal 
Software Download Error (ISDE) based on how these 
OSS visit the SourceForge Online Software Repository 
(OSR). The six OSS were Windows, Linus, Macintosh, 
Android, BSD and Solaris OSS. Two-phase sampling 
estimation method was used while the software 
download size based on the OSS type was used as the 
study variable (𝒚) while the software filesize was used 
as the auxiliary variable(𝒙). It was discovered that 
70.51%, 8.20%, 6.30%, 0.77%, 0.08% and 0.04% 
FOSS were downloaded by Windows, Linux, 
Macintosh, Android, BSD and Solaris, respectively 
from the sourceforge OSR. Based on the computed 
percentage of total software download by the six OSS 
on the repository, Windows, Linux, Macintosh, 
Android, BSD and Solaris OSS were rated as first, 
third, fourth, fifth, sixth and seventh most used OSS, 
respectively. The computed Percentage Coefficient of 
Variation (PCV) was used to examine the ISDE of 
FOSS on these OSS. Based on the ISDE, Windows, 
Linux, Macintosh, Android, BSD and Solaris were 
rated as first, fourth, fifth, seventh, second and third, 
respectively. It was concluded that Windows was the 
most used and the most consistently used OSS. It was 

recommended that Free and Open Source Software 
(FOSS) developers should invest into the development 
of FOSS that use Windows while FOSS developers for 
other OSS should invest more into aggressive online 
marketing and promotion of such application software 
after development.  
 
Keywords: Operating System Software, online software 
repository, two-phase sampling, percentage coefficient of 
variation, rating, Internal Software Download Errory.. 

I. Introduction 

Operating System Software is (OSS) the first software that 
is installed on every modern computer system. It hosts 
other software as it serves as the foundational software for 
all other types of application software, utility software, 
among others. OSS manages the resources on the computer 
system or a computer network. It also gives the user the 
interface for accessing the hardware and other software 
installed on the computer system.  

The OSS depends on the hardware while the 
applications and networks depend on the OSS. Similarly, 
the hypertext browser in the 𝑊ଷmodel also depends on the 
OSS (Berners-Lee et al., 1992). Figure 1 shows the 
conceptual model of a computer system. Alhassan and 
Bach (2014) concluded that OSS has wide range of 
definitions but summarized OSS as the spirit and mind that 
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brings life to hardware. Silberschatz et al. (2003) 
highlighted the functions of OSS as process management, 
central processing unit scheduling, memory management, 
file system management, Input/Output (I/O) system 
management, communication management and network 
management. 

 

 
 

Figure 1: The Conceptual Model of a Computer 
System 

 
The list of OSS is not limited to Windows XP, 

Windows Vista, Windows 7, Windows 8, Windows 10, 
Windows 10 Mobile, Android, Apple Macintosh, Contiki, 
Unix, Google Chrome, Free Berkeley Software 
Distribution (BSD), iOS, Blackberry and Linux. Just like 
software generally, literature has clarified OSS based on 
the types of license (Free or Proprietary OSS), device 
(mobile or computer system) or network OSS. However, 
attention has been channeled on Free and Open Source 
(FOS) Operating system software. This includes Linus and 
Unix. 

Software comparison could help in identifying the 
strength of one OSS over the other. It could, also, help the 
developers and consumers of such OSS in making 
reasonable decisions. Chen et al. (1996) compared 
Windows for workgroups, NetBSD (of Unix OSS) and 
Windows NT OSS using micro-benchmarks. These micro-
benchmarks used intel’s pentinium processor hardware 
counters. The study concluded that Windows for 
workgroup is most expensive in accessing system 
functionality. However, the application workload 
benchmark revealed that the subsystems (like graphics sub-
system and buffer Cache sub-system) functionalities 
determined the general performance of these concerned 
OSS.  

Koopman et al. (1997) developed a 5-point 
robustness benchmarks for the comparing OSS. These 
benchmarks were Catastrophic, Restart, Abort, Silent and 

Hindering (summarized as CRASH). Al-Rayes (2012) 
compared Linux and Windows OSS with respect to cost, 
strategic IT choices, application availability, IT staff skills 
and competencies, company standards, performance and 
application deployment. It was concluded that while Linux 
OSS may be Free and Open Source Software (FOSS), the 
trade-off of Linux over Windows may not be obvious. 

 Jindal and Jain (2012) compared Google Android, 
Symbian and Apple iOS using history, application 
development of App Store, programming of Software 
Development Kit (SDK) and reliability and security of the 
OSS. It was concluded that Symbian OSS had significant 
gap to cover, the Google Android OSS enjoyed the benefits 
of FOSS community while the Apple iOS was the ever 
enhancing OSS.  

Reusing (2012) compared Tiny OSS and Contiki 
networking OSS using the programming model, execution 
model, resource use, energy consumption, hardware 
platforms and tool chain benchmarks. It was concluded 
that Contiki OSS is a good decision if flexibility is under 
consideration while Tiny OSS is the better decision when 
resources may be scarce. 

Gupta et al. (2013) compared Microsoft Windows 7 
and 8 OSS using OSS performance features as benchmark. 
Such features included startup time, wakeup time, 
shutdown time, 3D graphics and multi-media performance 
time, application opening and file copying times. It was 
revealed that Windows 8 significantly out-performed 
Windows 7 OSS. 

Chim et al. (2013) compared Linux and Windows 
OSS using factors like cost, strategic IT choices, IT staff 
skills and competencies, application deployment, general 
performance, application availability and company 
standards. It was observed that Linux OSS could be FOSS 
OSS but the cost of associated drivers could be high. It 
was, finally, concluded that the “risk/return” trade-off of 
Linux to Windows could be very negligible as against first 
appearance of cost effectiveness.  

Alhassan and Bach (2014) compared Windows, Unix, 
Macintosh and Linux OSS with the aim to know factors 
that influence OSS users to purchase OSS. Investigation 
revealed that Windows OSS drives fifty percent of the OSS 
market sales while Macintosh and Linus OSS drive the 
remaining fifty percent of the OSS market sales. Further 
investigation also revealed that when OSS security and 
stability are considered, Mac and Linux OSS are rated high 
while Windows and Mac OSS are rate high when OSS 
application and availability are considered. It was 
concluded that OSS users’ requirement and users’ intention 
for OSS are the major factors for acquisition of OSS.  

Joshy and Ramadas (2016) had a survey and 
comparative study of TinyOS, Mantis and SOS. The 
comparison was justified based on the advantages, 
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disadvantages and the most widely used OSS. Finally, 
Padhya et al. (2016) compared Android, iOS, Blackberry 
and Windows OSS. The benchmarks used included 
developer website, number of programming language, 
license (FOSS or Proprietary), App store, number of 
application, side loading, battery usage, customizability, 
security and voice assistance. However, it was concluded 
that Blackberry and Windows phone OSS are behind in the 
comparative study. 

w3schools.com (w3schools, 2020), since March 
2003, collects and reports the OSS statistics of every 
device that visits the website. It does counting and 
percentage comparison of Windows, Mac, Chrome OSS 
and Mobile OSS. Report as at February 2020, showed that 
Windows 10, Windows 8, Windows 7, Windows Vista and 
Windows XP take 59.1%, 3.5%, 9.8%, 0% and 0.2%, 
respectively. Linux, Mac, Chrome OSS and Mobile OSS 
account for 5.9%, 9.9%, 0.0% and 11.4%, respectively. 
Google trend (Google Trend, 2020) uses geographical 
search data to accounted for 100%, 74%, 1%, 16% and 
<1% popularity for Windows, Android, Mac, Linux and 
Solaris OSS, respectively. Figure 2 represents the google 
trends result as at March 28, 2020. 

 
Figure 2: OSS popularity by Google Trends 
 
Literatures have compared different OSS based on 

different benchmarks. Survey revealed summary of OSS 
comparison benchmarks as reliability, performance, 
security, filesystem, device drivers, commercial 
applications, free applications, development environment 
or developers community, development infrastructure, type 
of license and support cost of ownership, among others. 
However, none has made comparison considering the 

Internal Software Download Error (ISDE) by the OSS 
benchmarks. The consistent download assessment by OSS 
on OSR could be used to assess the ISDE. The consistent 
download assessment determines the users’ quality 
download attention produced by the OSS through 
download of such OSS. This study would compare 
different OSS based on the estimated total software 
download and ISDE. 

.  

II. Materials And Methods 

2.1 Review of Two-Phase sampling in Survey 
Statistics 

The presence of auxiliary information has been proved to 
be significantly relevant in survey statistics. Auxiliary 
information can be utilised at the pre-sample selection, 
sample selection and the post-sample (estimation) stages 
for the estimation of study variable(s). Auxiliary 
information could either be quantitative (defined as 
auxiliary variable) or qualitative (defined as auxiliary 
attribute) characteristic. Graunt (1662) was assumed to be 
the pioneer Statistician that implemented auxiliary 
information in the estimation of England population. 
However, Bowley (1926) and Neyman (1934, 1938) were 
assumed to be the certified Survey Statistics studies that 
officially used auxiliary information. Neyman (1938) was 
the first to describe double sampling method for efficient 
estimation of human population. However, Keen (2005) 
reported on the reason that led to change of double 
sampling to two-phase sampling. Keen emphased that 
double sampling is a choice of terminology that describes a 
method in Statistical Quality Control. Hence, having the 
same terminology in Survey Statistics could mislead the 
audience. 

In two-phase sampling, the first phase sampling with 
size 𝑛ଵ is taken from the population of size 𝑁. Only 
information on the auxiliary variable is collected at the first 
phase sampling. A second phase sampling with size 𝑛ଶ is 
conducted to obtain auxiliary information and the 
corresponding study variable information, such that 
𝑛ଵ > 𝑛ଶ. The second phase sample could be a proper 
subset of 𝑛ଵ (nested two-phase sampling) or subset of 𝑁 
(non-nested two-phase sampling). Hidiroglou (2001) has 
reported the efficiency of nested two-phase sampling over 
non-nested two-phase sampling. 

Two-phase sampling had been used with ratio and 
regression estimators to form two-phase sampling for ratio 
and regression estimators, respectively. Following the 
simple regression model, 𝑦 = 𝛼 + 𝛽𝑥, where 𝑦 and 𝑥 are 
study and auxiliary variables, 𝛽 is the regression 
coefficient and 𝛼 is the interception on y axis. Table 1 
shows the conditions for the use of ratio and regression 
estimators. In addition to the conclusions, two-phase 
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sampling can be used when the population parameter of the 
auxiliary variable is not available or almost impossible to 

obtain due to cost. 

Table 1: Conditions for the use of ratio, regression, product and difference estimators. 

Estimators Auxiliary  
Characteristics 

Correlation 
Coefficient (𝝆) 

Linearity 
assumption 

Intercept on 𝒚  
axis (𝜶) 

Value of regression 
coefficient (𝜷) 

Ratio Must be available Positive and high Must be obeyed  Must be zero Not applicable 
Regression Must be available Positive and high Must be obeyed Is not be zero Not fixed 

 
Two-phase sampling for regression is presented as  

𝑦
ௗ

= 𝑦
ଶ

+ 𝛽መ(𝑥ଵ − 𝑥ଶ).                                  (1) 

where 𝑦
ଶ
 is the sample mean of the study variable obtained 

at the second phase sampling, 𝑥ଵis the sample mean of the 
auxiliary variable obtained at the first phase sampling, 𝑥ଶ 
is the sample mean of the auxiliary variable obtained at the 
second phase sampling and 𝛽መ  is the estimated regression 
coefficient of 𝑦 on 𝑥. 𝑦

ௗ
 is the unbiased estimator of the 

study variable. However, the minimized Mean Square 
Error (MSE) of 𝑦

ௗ
 is presented as 

𝑀𝑆𝐸൫𝑦
ௗ

൯ ≅ 𝜃ଵ𝑆௬
ଶ + 𝜃ଶ൫𝑆௬

ଶ + 𝛽መଶ𝑆௫
ଶ − 2𝛽መ𝑆௬௫൯.          (2) 

where 𝜃ଵ = ቀ
ଵ

భ
−

ଵ

ே
ቁ, 𝜃ଶ = ቀ

ଵ

మ
−

ଵ

భ
ቁ, 𝑆௬

ଶ is the variance of 

the study variable, 𝑆௫
ଶ is the variance of the auxiliary 

variable and 𝑆௬௫ is the covariance of 𝑦 and 𝑥. 
 
Using logarithm non-linear data transformation, the study 
variable and the auxiliary variable would be 𝑦

∗ = 𝑙𝑜𝑔ଵ𝑦   
and   𝑥

∗ = 𝑙𝑜𝑔ଵ𝑥 , respectively. Hence, the transformation 
of equation (1) will be  

𝑦
ௗ

∗
= 𝑦

ଶ

∗
+ 𝛽መ∗൫𝑥ଵ

∗
− 𝑥ଶ

∗
൯.                                                 (3) 

The corresponding estimated minimized MSE of equation 
(3) is presented as  

𝑀𝑆መ𝐸൫𝑦
ௗ

∗
൯ ≅ 𝜃ଵ𝑆መ௬

ଶ∗ + 𝜃ଶ൫𝑆መ௬
ଶ∗ + 𝛽መଶ∗𝑆መ௫

ଶ∗ − 2𝛽መ∗𝑆መ௬௫
∗ ൯. (4) 

Where 𝑆መ௬
ଶ∗ is the estimated variance of the transformed 

study variable, 𝑆መ௫
ଶ∗ is the estimated variance of the 

transformed auxiliary variable, 𝛽መ∗ is the estimated 
regression coefficient of the transformed study variable on 
the auxiliary variable and 𝑆መ௬௫

∗  is the estimated covariance 
of the transformed 𝑦 and 𝑥. Consequently to the data 
transformation, the unit of measurement of the study 
variable would have been distorted. To obtain the actual  

 

unit of measurement for equation (3), back transformation 
would be conducted to obtain 

𝑦
ௗ

ᇱ
= 10(௬

∗
).                                                  (5) 

The estimated population total is presented as  

𝑌ௗ = 𝑁𝑦
ௗ

ᇱ
,                                                            (6) 

and the estimated MSE of 𝑌ௗ is presented as 

𝑀𝑆መ𝐸൫𝑌ௗ൯ = 𝑁ଶ𝑀𝑆መ𝐸൫𝑦
ௗ

ᇱ
൯,                                    (7) 

where 𝑁= Population size. 

The Coefficient of Variation (CV) is a statistical measure 
of variability for the experiment in different units of 
measurements. The CV has the major advantage of 
converting experiment to a dimensionless output. Hence, it 
facilitates easy comparison of different experiments. 
Manuel (2013) documented a report on the creation of CV 
by Croxton et al. (1967). The CV is presented as  

𝑃𝐶𝑉 =
ඥ𝑀𝑆መ𝐸

𝑀𝑒𝑎𝑛
=

ට𝑀𝑆መ𝐸൫𝑦
ௗ

∗
൯

𝑦
ௗ

∗ ,                         (8) 

where 𝑀𝑆መ𝐸 = estimated Mean Square Error. However, the 
Percentage Coefficient of Variation (PCV) presents the CV 
in percentage. It is defined as 𝑃𝐶𝑉 = 𝐶𝑉 ∗ 100%. 
 

2.2. Data Transformation 

Osborne (2002) established that the presence of outliers in 
the dataset could lead to the statistical violation including 
linearity assumption between  𝑦 ′𝑠 and 𝑥′𝑠. Consequently 
to this violation would be increase in the probability of 
committing type-I or type-II error. Data transformation 
technique would be used to correct the effect of outliers in 
the data set (Ogunyinka and Badmus, 2014). The 
Logarithm (logଵ 𝑦   𝑎𝑛𝑑  logଵ 𝑥) non-linear data 
transformation method would be used in this study. 
Consequently to data transformation method, is change in 
the unit of measurement. Hence, back transformation tool 
(Miller, 1984) would be a necessary tool to untransform 
analysed result back to its original unit of measurement. 
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Miller, also, confirmed that back transformation method is 
associated with bias increment. The estimated 
𝑀𝑆𝐸൫𝑦

ௗ

∗
൯ would significantly account for this bias. 

Table 2 shows the non-linear data transformation and back 
transformation methods as presented by Ogunyinka and 
Badmus (2014). 

 
Table 2: The common statistical transformation techniques 

SN Method Transformation Regression Equation Predicted/Back 
transformation 
value ൫𝒀൯ 

01 Standard linear 
regression 

None 𝑌 = 𝑏 + 𝑏ଵ𝑋 𝑌 = 𝑏 + 𝑏ଵ𝑋 

02 Exponential 
model 

Dependent variable (𝑙𝑜𝑔ଵ𝑌) 
 

𝑙𝑜𝑔ଵ𝑌 = 𝑏 + 𝑏ଵ𝑋 𝑌 = 10(బାభ) 

03 Quadratic 
model 

Dependent variable (𝑆𝑞𝑟𝑡(𝑌)) 𝑆𝑞𝑟𝑡(𝑌) = 𝑏 + 𝑏ଵ𝑋 𝑌 = (𝑏 + 𝑏ଵ𝑋)ଶ 

04 Reciprocal 
model 

Dependent variable (௬షభ) 𝑦ିଵ = 𝑏 + 𝑏ଵ𝑋 𝑌 = 1 (𝑏 + 𝑏ଵ𝑋)⁄  

05 Logarithm 
transformation 

Independent variable (𝑙𝑜𝑔ଵ𝑋) 𝑌 = 𝑏 + 𝑏ଵ𝑙𝑜𝑔ଵ𝑋 𝑌 = 𝑏 + 𝑏ଵ𝑙𝑜𝑔ଵ𝑋 

06 Power model Dependent variable 𝑙𝑜𝑔ଵ𝑌 and 
independent variable 𝑙𝑜𝑔ଵ𝑋 

𝑙𝑜𝑔ଵ𝑌 = 𝑏 + 𝑏ଵ𝑙𝑜𝑔ଵ𝑋 𝑌 = 10(బାభభబ) 

07 Square model Independent variable (𝑋ଶ) 𝑌 = 𝑏 + 𝑏ଵ𝑋ଶ 𝑌 = 𝑏 + 𝑏ଵ𝑋ଶ 

 

2.3 Sourceforge Open Source Repository (OSR) 
Data collection procedure and Data 
transformation 

Among some of the transactions that regularly take place 
on sourceforge repository (www.sourceforge.net) include 
number of software raters, software average rating, 
software filesize, software download number based on 
visitor’s country and software download number based on 
Operating System (OS) type. This study would make use 
of software filesize and software download size based on 
OS type. It was assumed that there is relationship between 
software filesize and software download size based on OS 
type. In this study, the auxiliary variable is represented as 𝑥 
which is the software filesize while the study variable, 
represented with 𝑦, is the software download size based on 
OS type. Data were mined on sourceforge repository 
between March 1, 2013 and April 31, 2014 for seven OSS 
using Okikisoft data miner (Sourceforge, 2014). Data 
mined included the software filesize and the software 
download size based on the OSS. The OSS considered 
were Windows, Linux, Macintosh, Android, BSD and 
Solaris OSS. Okikisoft mined transaction details for 1048 
software on Sourceforge repository for Seven (including 
the unclassified) OSS. The software filesize variable was 
in different units (Byte, KiloByte (KB), MegaByte (MB) 
and GigaByte (GB)). However, this study converted the 
MB, GB and the byte into KB for the purpose of 

computation. The seven OSS were Windows, Android, 
Linus, Macintosh, Solaris, BSD and Unknown OS. In this 
study, Figure 3 shows the graphical analyses on the 
original data and the transformed data on the obedience of 
linear assumption. Figure 3a confirms that the original data 
violated the linearity assumption. Applying non-linear data 
transformation to the two variables “software download 
size based on OS type” (represented with 𝑦) and “software 
filesize” (represented with 𝑥) revealed that the nonlinear 
transformed variables obeyed the linearity assumption and 
significant coefficients of determination were obtained (see 
figure 3b). This study would obtain the sample mean and 
the estimated population total of software download size 
based on OS type. The MSE and the Percentage 
Coefficient of Variation (PCV) would be estimated to 
represent the Internal Software Download Error (ISDE) for 
each of the seven OS types. The estimated ISDE would be 
used to access the consistent use of the OS on the 
repository. Finally, the seven OS types would be ranked 
based on the computed ISDE. 
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Figure 3a: Graph of y against x (Original data) 
 

 

Figure 3b: Graph of Log10y against Log10x (transformed 
data) 

 

2.4 Estimation using Two-phase sampling for 
regression method 

Figure 3a shows the violation of linearity assumption by 
the original data while figure 3b shows how the 
transformed data conformed to linearity assumption. Table 
3 shows the analyses results for the six considered OSS. 
Two-phase sampling for regression estimation method had 
been used to obtain the sample mean ൫𝑦

ௗ

ᇱ
൯, estimated 

population total ൫𝑌ௗ൯, Mean Square Error (MSE) of the 
estimates and the Percentage Coefficient of Variation 
(PCV). Tables 4 and 5 show the results of the analyses and 
the corresponding ratings of the six OSS. 

Table 3: Two-phase Sampling for regression analyses for the six OSS using 𝐧𝟏 = 𝟏𝟏𝟒 and 𝐧𝟐 = 𝟓𝟎. 

OSS Windows Linux Macintosh Android BSD Solaris 
Unknown 

OSS 

𝑵 84497 34013 15307 1021 9342 1013 2134 

𝒚
𝟐

 4.0964 3.1538 3.0416 2.1334 1.1095 0.8753 3.3965 

𝒙𝟐 3.6720 3.6364 3.6806 3.6543 3.5184 3.6249 3.6687 

𝒙𝟏 3.7468 3.7082 3.7276 3.7161 3.6565 3.7032 3.7224 

𝑦
ௗ

 4.1027 3.1684 3.0535 2.1404 1.1501 0.8634 3.4037 

𝑦
ௗ

∗
 12669.0492 1473.7064 1131.1326 138.1610 14.1291 7.3015 2533.1359 

𝑀𝑆መ𝐸൫𝑦
ௗ

∗
൯ 0.0081 0.0106 0.0150 0.0197 0.0081 0.0102 0.0168 

൫𝑌ௗ൯ 1,070,496,653 124,523,770 95,577,308 11,674,189 1,193,868 616,954 214,042,384 

𝑀𝑆መ𝐸൫𝑌ௗ൯ 57828846.48 75923086.82 106772251.50 140878185.4 58138960.68 72637158.92 119793288.1 
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III. Results And Discussion 

The aim of this study is to rate OSS based on the consistent 
FOSS download by OSS on the Online Software 
Repository (OSR). The OSS considered were Windows, 
Linus, Macintosh, Android, BSD and Solaris OSS. Data 
mined included the software filesize and the software 
download size based on the OSS. A relationship was 
assumed between the software filesize and software 
download size based on the OSS. The software filesize was 
used as the auxiliary variable (𝑥) while the software 
download size based on the OSS was used as the study 
variable(𝑦). It was confirmed that the variables violated 
the linearity assumption. Hence, nonlinear data 
transformation method was used to correct the violated 
assumption. However, back transformation which was used 
to restore the transformed data back to its original unit of 
measurement was associated with increase of bias in the 
estimates. Since the bias is observed in all the estimates 
and the focus is on the rating of the OSS, this study has 
decided to use the percentage coefficient of variation to 
obtain the rating for each OSS. However, the PCV was 
used to rate the OSS based on the consistent FOSS 
download by the OSS on the sourceforge OSR. 

The first and second phase sample sizes (𝑛ଵ and 𝑛ଶ, 
respectively) and the population size (𝑁) for each of the 
OSS types are displayed in table 3. Similarly, table 3 
shows the computation of the sample means of the 
auxiliary variables for both first (𝑥ଵ) and second (𝑥ଶ) phase 
sampling and the sample mean of the study variable (𝑦

ଶ
) at 

the second phase sampling. It also shows the computed 
sample mean of the study variable (𝑦

ௗ

∗ ) using the 
transformed data and the computed sample mean of the 
study variable (𝑦

ௗ

 ) after effecting back transformation. 

Similarly, the estimated population total ൫𝑌ௗ൯ after 
effecting back transformation. 

 

 
Figure 4: Pie Chart of the estimated download total 

 

 
Figure 5: Line Chart of the estimated download total 

 

Table 4: Ranking of OSS based on the estimated total download of FOSS on SourceForge OSR. 

OSS Windows Linux Macintosh Android BSD Solaris Unknown OSS 

൫𝑌ௗ൯ 1070496652.59 124523770.37 95577308.25 11674189.44 1193868.35 616953.82 214042383.71 

%൫𝑌ௗ൯ 70.51% 8.20% 6.30% 0.77% 0.08% 0.04% 14.10% 

Rank൫𝑌𝑑𝑙൯ 1 3 4 5 6 7 2 
 
The estimated population total download ൫𝑌ௗ൯ is shown in 
table 4. Figures 4 and 5 shows that approximately 71% 
(1,070,496,653 estimated total downloads) of the devices 
that visit sourceforge OSR uses Windows OSS, 
approximately 8.2% (124,523,770 estimated total 
downloads) of the devices that visits this OSR uses Linux 
OSS, 6% (95,577,308 estimated total downloads) uses  

 
Macintosh OSS, 1% (11,674,189 estimated total 
download) uses Android OSS while 0.1% (1,193,868 
estimated total download) uses BSD OSS and 0.04% 
(616,954 estimated total download) uses Solaris OSS.  

It was observed that 14.10% (214,042,384 estimated 
total download) of the OSS that visit sourceforge OSR 
could not be identified. This implies that majority of the 
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visitors to sourceforge OSR uses Windows OSS and would 
probably prefer to download FOSS that are Windows OSS 
based. It could be observed that even when Linux OSS is a 
free and open source OSS, it is yet to gain popularity 
among the OSR users. This study identifies that 14.10% 
unidentified OSS is high. This requires that the sourceforge 
administrator should improve on the OSR to identify more 
of the OSS that visit the OSR. 

The rating of the OSS based on the consistent 
download assessment of OSS on the sourceforge OSR was 

done using the estimated PCV. Figure 6 shows the 
distribution of the estimated PCV used for the Internal 
Software Download Error (ISDE) for the six OSS. 
Windows OSS has the least estimated OSS ISDE of 2.19% 
PCV while Solaris OSS had the highest ISDE of 11.68% 
PCV. Table 5 shows the rating of the OSS based on the 
estimated OSS ISDE. The lower the PCV (or ISDE), the 
less consistent is such OSS to the download of software on 
sourceforge OSR and vice versa.  

Table 5: Ranking of OSS based on the estimated PCV for OSS on SourceForge OSR. 

OSS Windows Linux Macintosh Android BSD Solaris Unknown OSS 

𝑦
ௗ

 4.1027 3.1684 3.0535 2.1404 1.1501 0.8634 3.4037 

𝑀𝑆መ𝐸൫𝑦
ௗ

∗
൯ 0.0081 0.0106 0.0150 0.0197 0.0081 0.0102 0.0168 

𝑃𝐶መ𝑉൫𝑦
ௗ

∗
൯ 2.2% 3.3% 4.0% 6.6% 7.8% 11.7% 3.8% 

Rank ቀ𝑃𝐶መ𝑉൫𝑦
ௗ

∗
൯ቁ 1 2 4 5 6 7 3 

 
Windows OSS is the most consistent OSS for FOSS 
download while Solaris is the least consistent OSS for 
FOSS download on sourceforge OSR. Windows, Linux, 
Macintosh, Android, BSD and Solaris OSS were rated as 
first, second, fourth, fifth, sixth and seventh OSS while the 
unidentified OSS was rated third most consistent OSS on 
sourceforge OSR. 

Consequently to the analyses results on the rating of 
OSS based on the estimated download size and the 
estimated consistent download assessment on these OSS, 
the following conclusions could be inferred. 
a. Windows OSS had the highest total download and the 

most consistent download of FOSS on sourceforge 
OSR. 

b. While Linux OSS had third most total download of 
FOSS but had the second most consistent download 
of FOSS on sourceforge OSR. 

c. Windows OSS had the significant total download and 
consistent download of FOSS than other competitive 
and popular free and open source OSS like Linux and 
Android OSS based FOSS. Consequently, it is 
recommended that FOSS developers should invest 
into Windows OSS based FOSS. It would require less 
investment to market and promote such Windows 
based FOSS. On the other hand, Linux and Android 
based FOSS developers should incorporate the cost of 
marketing and promotion in the cost of such FOSS 
production in order for such FOSS to receive quality 
attention from the users. 

d. Wikipedia (2020) reported that the primary revenue 
model for SourceForge is through placement of 
advertising banner sales on the webpages. For  

 
sourceforge OSR to make more money through this 
model, this study recommends that more adverts 
should be placed on the webpages of the Windows 
OSS based FOSS on the OSR. 

e. Sourceforge OSR, as at the time of mining these data 
from the repository, had high percentage (14%) of 
OSS that visit the OSR which were not classified. 
There is need for the OSR administrator to upgrade 
the OSR to account for other type of OSS that visits 
the repository. 

 
IV.  Conclusion 

 
This study had rated six OSS (Windows, Linus, Macintosh, 
Android, BSD and Solaris OSS) based on the estimated 
total download of FOSS and consistent download 
assessment of FOSS on sourceforge OSR. Windows OSS 
based was rated as the most consistent OSS in download 
FOSS. It was concluded that Windows based OSS is more 
consistent than other competitive and popular free and 
open source operating system software like Linux and 
Android OSS. It was recommended that FOSS developers, 
irrespective, of OSR, should invest into Windows based 
FOSS. However, Linux and Android OSS based FOSS 
developers should add software marketing and promotion 
cost to the total software production cost in order for such 
FOSS to gain popular use. Similarly, sourceforge and other 
OSR administrators were advised to upgrade their OSR to 
be able to identify more OSS that may visit the OSR. 
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